Vzorce dostupné u zkousky

Histogram

e Scottovo pravidlo pro doporucenou sitku sloupce histogramu
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s je vybérova smérodatnd odchylka, n je pocet pozorovani
e Sturgesovo pravidlo pro doporuceny pocet sloupcu
k=14 3.3logyn
n je pocet pozorovani

Normovana promeénna

o, je smérodatnd odchylka, X je primeér

Normalni rozdéleni

e Pro absolutni ¢etnost n; hodnoty z; plati

(2 — N)Q

n; = Cop€exp — 20_2

o je smérodatna odchylka, u je stiedni hodnota, ¢y je konstanta

e hustota normalniho rozdéleni
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o je smérodatna odchylka, p je stiedni hodnota

Hledani modu

e Jadrovy odhad hustoty

f<:c>=n—1hgf((x;“)

K je jadro, n je pocet pozorovani, h je sitka okna
priklady jader



— Epanechnikovo K(u) = 3(1 — u?)I{jy<1
— Trojihelnikové K (u) = (1 — |u|)I{ju<1y

— Rovnomérné K (u) = 2 [y <1y
2

Gaussovo K (u) = \/LZ; exp —su

— [ znadi identifikdtor mnoziny

e Modus pro ¢iselnou diskrétni proménnou

do
do + dy

T=A+nh

A je pocéatecni bod, h je sitka sloupce, dy je rozdil vysky nejvyssiho a od néj levého
sloupce, d; je rozdil vysky nejvyssiho a od néj pravého sloupce

Odlehlé hodnoty

e Klasické pravidlo zalozené na IQR
od blizstho kvartilu dal nez 1.5 nasobek mezikvartilového rozpéti

e Striktnéjsi pravidlo zalozené na IQR
od blizstho kvartilu dal nez 3 néasobek mezikvartilového rozpéti

e Zakladni pravidlo zalozené na SD (3 sigma)
od prumeéru déle nez 3 nasobek smérodatné odchylky

e Striktnéjsi pravidlo zalozené na SD (4 sigma)
od pruméru déle nez 4 nasobek smérodatné odchylky

e transformace dat

— logaritmické transformace
y=Inx

. h
r=minzx
maxx — minzx

— mocninnd transformace

Y

h > 0 se urcuje experimentalné

Popisné statistiky polohy
e Useknuty prumeér — usekne se a% nejmensich a nejvétsich hodnot a zbytek se zprumeéruje

e Huberuv odhad — — hodnoty mensi nez ¥ — K se nahradi hodnotou * — K a hodnoty
vétsi nez T + K se nahradi hodnotou T + K, pak se vSe zprumeéruje



Popisné statistiky variability

e Varia¢ni koeficient
CV =

sl

o, je smérodatnd odchylka, X je primeér
e Medianova absolutni odchylka od medianu
MAD = median(|X; — X|,|Xy = X[, ..., Xy — X|)/0.6745

X je median, n je pocet pozorovani

Popisné statistiky tvaru rozdéleni

o Klasicka sikmost

n <\ 3
1 X, — X
Skew = — -
w=13 ( - )
0, je smérodatnd odchylka, X je priumér, n je pocet pozorovani

e Klasicka Spicatost

.\ 4

I~ X;— X

Kurt = — - -3

n Z ( Oz )
=1

0, je smérodatné odchylka, X je prumér, n je pocet pozorovani

e Bowleyho kvartilovy koeficient sikmosti

(Q3 — Q2) + (@1 — Qo)
(Q3 — Q2) — (Q1 — Q2)

SQ4 =

e Moorsuv oktilovy koeficient $picatosti

(Q7 — QF) + (Q5 — @Y)

@-q)

Kgs =

Informacni kritéria

e Akaikeho informacni kritérium (AIC):
AIC =2k —2In(L)
L je vérohodnost, k je pocet parametru v modelu

e Bayesovské informacni kritérium (BIC):

BIC = In(n)k —21In(L)



Intervaly spolehlivosti

e interval spolehlivosti pro podil

p(1 —p)

pEz(1—a/2) "

p je odhad podilu, z je kvantil normalniho rozdéleni, « je hladina vyznamnosti, n je
pocet pozorovani

e interval spolehlivosti pro rozdil podilu

(p1 — p2) £ 2(1 — a/g)\/<p1(1 — ) N pa(1 —pz))

ni U

e interval spolehlivosti pro prumeér se znamou variabilitou o
o
Vn

X je prumeér, z je kvantil normalniho rozdéleni, « je hladina vyznamnosti, n je pocet
pozorovani

X +2(1—a/2)

e interval spolehlivosti pro prumér s nezndmou variabilitou
- sd(X)
X+tt, 1(1—a/2)—=
X je prumér, t,_; je kvantil t-rozdéleni, a je hladina vyznamnosti, sd(X) je vybérova
smérodatna odchylka, n je pocet pozorovani

e interval spolehlivosti pro rozdil prumeéru

S — (ny — 1)sd(X)2 + (ny — 1)sd(X)3  [ny + ny
X1 —Xy) £t ol —a/2
( 1 2) ni+ng 2( O‘/ )\/ ny+ng — 2 ning

e interval spolehlivosti pro rozptyl
<(n —1)sd(X)? (n — 1)sd(X)2>
Xa(l—a/2) 7 X3 (e/2)

X2 je kvantil x%-rozdéleni, a je hladina vyznamnosti, sd(X) je vybérovd smérodatnd
odchylka, n je pocet pozorovani

Korelaéni koeficient

e Pearsonuv korelacni koeficient

Cov(X,Y) ¥ LX=X)(Yi-Y)

Cor(X,Y) = =
(X,Y) v/ Var(X)Var(Y) \/Ein:l(xi —X)2 3 (Y - Y)?
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Linearni regrese

e Metoda nejmensich ¢tverci

n

. 2 . - A‘ 2 _ . - )2
mmERi = min Zl(Y, Y:) min 3 (Y: — (bo + 0:1X5))

e Absolutni ¢len

e Linearni clen

o Koeficient determinace

Pravdépodobnostni rozdéleni

o Alternativni rozdéleni

e Binomické rozdéleni

e Hypergeometrické rozdélent
() i)

)

P(X =k) = k € {max(0,n+ M — N),...,min(M,n)}

e Poissonovo rozdéleni
Aree=A
kY

ke{0,1,2,...}

e Geometrické rozdéleni

P(X =k)=p(1-pF, ke{01,2,...}

f(x) = {E x € |a, b

e Rovnomérné rozdéleni

0 x ¢ |a,b

e Normalni rozdéleni 1 9
_(z=p)
fo) ===, wER

e Exponencidlni rozdéleni



