
Vzorce dostupné u zkoušky

Histogram

� Scottovo pravidlo pro doporučenou š́ı̌rku sloupce histogramu

hopt =

(
24
√
π

n

)1/3

sx

sx je výběrová směrodatná odchylka, n je počet pozorováńı

� Sturgesovo pravidlo pro doporučený počet sloupc̊u

k = 1 + 3.3 log10 n

n je počet pozorováńı

Normovaná proměnná

�

Ui =
Xi −X

σx

σx je směrodatná odchylka, X je pr̊uměr

Normálńı rozděleńı

� Pro absolutńı četnost ni hodnoty xi plat́ı

ni ≈ c0 exp−
(xi − µ)2

2σ2

σ je směrodatná odchylka, µ je středńı hodnota, c0 je konstanta

� hustota normálńıho rozděleńı

f(x) =
1

σ
√
2π

exp−(x− µ)2

2σ2

σ je směrodatná odchylka, µ je středńı hodnota

Hledáńı modu

� Jádrový odhad hustoty

f̂(x) =
1

nh

n∑
i=1

K

(
x− xi

h

)
K je jádro, n je počet pozorováńı, h je š́ı̌rka okna
př́ıklady jader
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– Epanechnikovo K(u) = 3
4
(1− u2)I{|u|≤1}

– Trojúhelńıkové K(u) = (1− |u|)I{|u|≤1}

– Rovnoměrné K(u) = 1
2
I{|u|≤1}

– Gaussovo K(u) = 1√
2π

exp−1
2
u2

– I znač́ı identifikátor množiny

� Modus pro č́ıselnou diskrétńı proměnnou

x̂ = A+ h
d0

d0 + d1

A je počátečńı bod, h je š́ı̌rka sloupce, d0 je rozd́ıl výšky nejvyšš́ıho a od něj levého
sloupce, d1 je rozd́ıl výšky nejvyšš́ıho a od něj pravého sloupce

Odlehlé hodnoty

� Klasické pravidlo založené na IQR
od bližš́ıho kvartilu dál než 1.5 násobek mezikvartilového rozpět́ı

� Striktněǰśı pravidlo založené na IQR
od bližš́ıho kvartilu dál než 3 násobek mezikvartilového rozpět́ı

� Základńı pravidlo založené na SD (3 sigma)
od pr̊uměru dále než 3 násobek směrodatné odchylky

� Striktněǰśı pravidlo založené na SD (4 sigma)
od pr̊uměru dále než 4 násobek směrodatné odchylky

� transformace dat

– logaritmická transformace
y = lnx

– mocninná transformace

y ≡
(

x = minx

maxx−minx

)h

h > 0 se určuje experimentálně

Popisné statistiky polohy

� Useknutý pr̊uměr – usekne se α% nejmenš́ıch a největš́ıch hodnot a zbytek se zpr̊uměruje

� Huber̊uv odhad – – hodnoty menš́ı než x−K se nahrad́ı hodnotou x−K a hodnoty
větš́ı než x+K se nahrad́ı hodnotou x+K, pak se vše zpr̊uměruje
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Popisné statistiky variability

� Variačńı koeficient
CV =

σx

X

σx je směrodatná odchylka, X je pr̊uměr

� Mediánová absolutńı odchylka od mediánu

MAD = median(|X1 − X̃|, |X2 − X̃|, . . . , |Xn − X̃|)/0.6745

X̃ je medián, n je počet pozorováńı

Popisné statistiky tvaru rozděleńı

� Klasická šikmost

Skew =
1

n

n∑
i=1

(
Xi −X

σx

)3

σx je směrodatná odchylka, X je pr̊uměr, n je počet pozorováńı

� Klasická špičatost

Kurt =
1

n

n∑
i=1

(
Xi −X

σx

)4

− 3

σx je směrodatná odchylka, X je pr̊uměr, n je počet pozorováńı

� Bowleyho kvartilový koeficient šikmosti

SQ4 =
(Q3 −Q2) + (Q1 −Q2)

(Q3 −Q2)− (Q1 −Q2)

� Moors̊uv oktilový koeficient špičatosti

KQ8 =
(Q8

7 −Q8
5) + (Q8

3 −Q8
1)

(Q8
6 −Q8

2)
− 1.233

Informačńı kritéria

� Akaikeho informačńı kritérium (AIC):

AIC = 2k − 2 ln(L)

L je věrohodnost, k je počet parametr̊u v modelu

� Bayesovské informačńı kritérium (BIC):

BIC = ln(n)k − 2 ln(L)
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Intervaly spolehlivosti

� interval spolehlivosti pro pod́ıl

p± z(1− α/2)

√
p(1− p)

n

p je odhad pod́ılu, z je kvantil normálńıho rozděleńı, α je hladina významnosti, n je
počet pozorováńı

� interval spolehlivosti pro rozd́ıl pod́ıl̊u

(p1 − p2)± z(1− α/2)

√(
p1(1− p1)

n1

+
p2(1− p2)

n2

)
� interval spolehlivosti pro pr̊uměr se známou variabilitou σ

X ± z(1− α/2)
σ√
n

X je pr̊uměr, z je kvantil normálńıho rozděleńı, α je hladina významnosti, n je počet
pozorováńı

� interval spolehlivosti pro pr̊uměr s neznámou variabilitou

X ± tn−1(1− α/2)
sd(X)√

n

X je pr̊uměr, tn−1 je kvantil t-rozděleńı, α je hladina významnosti, sd(X) je výběrová
směrodatná odchylka, n je počet pozorováńı

� interval spolehlivosti pro rozd́ıl pr̊uměr̊u

(X1 −X2)± tn1+n2−2(1− α/2)

√
(n1 − 1)sd(X)21 + (n2 − 1)sd(X)22

n1 + n2 − 2

√
n1 + n2

n1n2

� interval spolehlivosti pro rozptyl(
(n− 1)sd(X)2

χ2
n(1− α/2)

,
(n− 1)sd(X)2

χ2
n(α/2)

)
χ2
n je kvantil χ2-rozděleńı, α je hladina významnosti, sd(X) je výběrová směrodatná

odchylka, n je počet pozorováńı

Korelačńı koeficient

� Pearson̊uv korelačńı koeficient

Cor(X,Y) =
Cov(X,Y)√
Var(X)Var(Y)

=

∑n
i=1(Xi − X)(Yi − Y)√∑n

i=1(Xi − X)2
∑n

i=1(Yi − Y)2
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Lineárńı regrese

� Metoda nejmenš́ıch čtverc̊u

min
n∑

i=1

R2
i = min

n∑
i=1

(Yi − Ŷi)
2 = min

b0,b1

n∑
i=1

(Yi − (b0 + b1Xi))
2

� Absolutńı člen
b0 = Y − b1X

� Lineárńı člen

b1 =

∑n
i=1 XiYi − nXY∑n
i=1X

2
i − nX

2

� Koeficient determinace

R2 = 1−
∑n

i=1(Yi − Ŷi)
2∑n

i=1(Yi − Y )2
= cor(X,Y)2

Pravděpodobnostńı rozděleńı

� Alternativńı rozděleńı

P (X = k) = pk(1− p)1−k, k ∈ {0, 1}

� Binomické rozděleńı

P (X = k) =

(
n

k

)
pk(1− p)n−k, k ∈ {0, 1, . . . , n}

� Hypergeometrické rozděleńı

P (X = k) =

(
M
k

)(
N−M
n−k

)(
N
n

) , k ∈ {max(0, n+M −N), . . . ,min(M,n)}

� Poissonovo rozděleńı

P (X = k) =
λke−λ

k!
, k ∈ {0, 1, 2, . . . }

� Geometrické rozděleńı

P (X = k) = p(1− p)k, k ∈ {0, 1, 2, . . . }

� Rovnoměrné rozděleńı

f(x) =

{
1

b−a
x ∈ [a, b]

0 x /∈ [a, b]

� Normálńı rozděleńı

f(x) =
1

σ
√
2π

e−
(x−µ)2

2σ2 , x ∈ R

� Exponenciálńı rozděleńı

f(x) =

{
λe−λx x ≥ 0

0 x < 0

5


